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CHAPTER 12

CHOICES INVOLVING STRATEGY

CHAPTER DISCUSSION
Welcome to the world of game theory, one of the most important ways economists think about strategic behavior. Political races, military campaigns, business decisions, and even romance all have strategic dimensions. And all have at least one thing in common: they can be considered games, even though their consequences may be deadly serious. 

Anyone who participates in what economists refer to as a game is called a player, and we are interested in understanding the “moves” that each player makes. A strategy is the complete set of responses that each player will give to every possible set of motives made by the other players. 

Some games are one-stage games, while others are multi-stage games. In characterizing a game, we need to identify the players and the set of possible actions available for each one’s choice. Then, for each of all the possible combinations of all players’ actions, we need to identify the outcomes, or payoffs, which could be either rewards or punishments. Often, all the relevant information concerning a single-stage game can be presented in a payoff table, which can be in the form of a simple matrix, like Text Figure 12.1. 

We define a player’s best response as that move that, given the other player’s move, yields this player’s most preferred outcome. If the same action would be the best response to all of the other player’s moves, then that action is called a dominant strategy. Not all games have dominant strategies, but if they do, then we can confidently predict that a player will choose the dominant strategy.

This brings us to a special case called the prisoner’s dilemma, the classic example of which is a situation in which both players in a single-stage game have dominant strategies, and the simultaneous choice of that strategy for each player will result in an outcome that is worse for each of them than some other choice. Sometimes, even though there may not be a dominant strategy, there may be strategies such that some other strategy yields a higher payoff, irrespective of the other player’s choice. Those strategies are called dominated strategies. (Be careful to keep these concepts distinct.) A rational player would never choose a dominated strategy, so we should eliminate all dominated strategies from consideration when analyzing a game. This process is called iterative deletion of dominated strategies. Text Example 12.4 explains just such a case in the game of Guessing Half the Median.
What happens if a single-stage game has no dominant strategies, and not even any dominated or weakly dominated strategies? This is where the Nash equilibrium comes in, named after John Forbes Nash, the mathematician who is associated with early game theory. If there is a set of actions such that, once the actions of the other players are revealed, none of the players would want to change their choices, the result is called a Nash equilibrium. The Battle of the Sexes shows that a Nash equilibrium can occur even in the absence of dominant or dominated strategies. Take a look at Text Figure 12.9 in which Tony and Maria are trying to choose the type of movie they are going to see. In this case, there are no dominant or dominated strategies, but there are two Nash equilibria. In either one of the two equilibria, both Tony and Maria are better off than in either of the other two cells. 

We can see that it is reasonable to expect people who have full knowledge of the possible strategies and payoffs to end up in a Nash equilibrium if one exists. The reasons for this expectation have to do with rational people being able to make accurate guesses about each other’s choices.

So far, we have looked at games in which players choose one strategy or another. We call them pure strategies in that case, because they are not mixed up, where the player sometimes chooses one and sometimes chooses another. But that doesn’t mean there is no Nash equilibrium at all because there will be an equilibrium in what are called mixed strategies. How could one player be sure that the other doesn’t know his next move? One way would be for the player himself not to know for sure, and that could be accomplished by randomizing his actions.
Now we turn to multi-stage games, ones in which the players make their strategic choices sequentially: first one player moves, then the other, and then possibly more rounds follow in turn. In games with perfect information, a player knows all the previous moves of the other player, as in tic-tac-toe. Multi-stage games of perfect information can be described with the use of a tree diagram which shows both players, their sequence of play, their respective possible choices, and the ultimate payoffs for each player for each possible sequence of all the players’ moves. In a game with perfect information, the first player should reason backwards. In multi-stage games, the Nash equilibrium is a pair of strategies such that, knowing the other person’s strategy, each player would not choose a different strategy.

Many games in life (like two airlines setting the fares on a competitive route each week) are played again and again, so we need to examine repeated games. If a single-stage Prisoner’s Dilemma is played in repetition, either in perpetuity or at least without a definite knowing ending point, the players might avoid the nasty result by cooperating. If both players begin cooperating, this strategy perpetuates that result and maximizes their joint reward. But it is still true that any player who unilaterally violates the agreement on a given move will gain an advantage over a cooperative move.

Not all games involve perfect information. Sometimes, one person knows more objective facts than the other. In other cases, one player may not accurately recognize the other player’s preferences. In either case, we are dealing with games of imperfect information. 

In auctions, bidding against someone with more information about the true value of the item being sold can result in the winner’s curse, where the highest bidder does in fact “win” the right and obligation to purchase, but the winning bid turns out to be greater than the true value, resulting in a loss to the “winner.” 

The main part of the chapter ends with a brief discussion of reputation, which is the picture of an individual held in other people’s minds, usually painted by observing the actual past actions of that individual. Often, we use a person’s reputation to predict his actions in the future, based on our observations of their past behavior in similar circumstances. We always need to be mindful that when others intentionally reveal something of themselves, they might be “gaming” us in an attempt to influence our actions toward them. 

OUTLINE

Choices Involving Strategy

· What is a game?

· Situation in which two or more players make decisions and all have an interest in the decisions of the others

· A strategy is a set of responses for each player to each possible set of responses of all other players

· In a single-stage game, all players make choices before they know the decisions of other players

· In a multi-stage game, at least one player observes the choice(s) made by the other player(s) before committing to a choice

· A one-stage game can be described by identifying the players, their entire set of possible strategies, and the payoffs for each possible set of strategies by all players

· A payoff table or payoff matrix typically can identify all the essential elements of a single-stage game

· Thinking strategically in one-stage games

· A dominant strategy is one that is the best response to all possible actions of the other player

· The Prisoners’ Dilemma 

· If all players’ dominant strategies lead them to a result that is jointly worse for them than some other set of strategies, a Prisoners’ Dilemma exists

· What if all players do not have a dominant strategy?

· If some do, then they can be expected to play them, and if, given their dominant strategy, other players’ playing their best response results in a lower joint reward, this is also a Prisoners’ Dilemma

· A strategy is dominated if another strategy leads to a preferred outcome in all circumstances

· In analyzing a game, we should eliminate all dominated strategies

· Once dominated strategies are eliminated, the resulting game is simpler and there may now be revealed further dominated strategies

· If, at each iteration, all dominated strategies are eliminated, the final analysis may result in a single solution

· A strategy is weakly dominated if some other strategy yields at least as good a result in all circumstances and strictly better in some

· A set of strategies among players constitutes a Nash equilibrium in a single-stage game if, when the other players’ strategies are revealed, no player would then choose a different strategy

· If all players have dominant strategies, the resulting equilibrium is a Nash equilibrium

· A Nash equilibrium can exist even if no player has any dominant or dominated strategies

· Nash equilibria are self enforcing, since a prior agreement among players to choose their Nash-equilibrium strategy would not be violated by any player

· Games with finely divisible choices can have a Nash equilibrium if  the response functions of players can be simultaneously solved with a given set of choices

· Some games do not have a Nash equilibrium in pure strategies

· Those games will have an equilibrium in mixed strategies

· Each player chooses a probability of choosing each respective strategy such that the expected payoff to the other player is independent of her strategy choice

· The set of all players’ probabilities so calculated constitutes a Nash equilibrium in mixed strategies

· Multiple-stage games require that the players move in sequence

· In full-information multiple-stage games, each player knows the previous actions of the other player(s)

· Multiple-stage games can be represented in a tree diagram, identifying the players, their move sequence, and the complete set of payoffs for each set of moves by all players

· Full-information multi-stage games can be solved by backward reasoning, the first player determining the other player’s best response and predicting that player’s response contingent on the first player’s action

· In repeated games, the same players face the same set of strategies and payoffs over and over again in succession

· In repeated games with a Prisoners’ Dilemma, a cooperative strategy might result if each player vows to match the previous move of the other player

· Cooperation may allow the players to circumvent the bad result of a single-stage Prisoners’ Dilemma

· Games of imperfect information

· One player may have more factual information about the true common value of the payoff or thing auctioned in the case of an auction

· One player may have inaccurate information about the other player’s preferences

· The winner’s curse occurs when the “winner” of an auction ends up overpaying for the item being sold because of inaccurate prior information about the item’s true common value

· Reputation is the image others have of us, based on our prior actions

·  An individual might create a reputation in order to influence the future actions of another person

Appendix: Analyzing Multiple-Stage Games

· A complex multi-stage game involving limited information can be represented in its extensive form, where all players’ information sets are indicated at each decision point

· If a player is unaware of the actual choice already made by another player when making her own, then, for her, it is identical to a simultaneous choice

· von Neumann and Morgenstern showed that a complex multi-stage game in extensive form can be represented as a single-stage game in normal form

· Extensive form games may have parts that can stand alone as subgames

· A subgame Nash equilibrium is a set of strategies that comprise a Nash equilibrium for the entire game as well as all its subgames

PRACTICE MULTIPLE CHOICE
1. On a piece of graph paper, Mildred draws either a vertical or horizontal line identifying one side of one of the squares.  Randolph then draws either a vertical or horizontal line identifying another side of some square in the graph paper.  Mildred and Randolph draw lines in succession.  When one completes a square, irrespective of who drew the previous sides, that person puts their initial in the square.  The game ends when all squares are completed with someone’s initial in each one.  The player with the higher number of squares receives one dollar from the other player.  Which statement(s) is (are) true, if any?

I. This is a single-stage game, and drawing a line is an action.

II. This is a multi-stage game, and the entire sequence of lines that Mildred draws in response to Randolph’s previous lines constitutes a strategy for her.

III. This is a game because the Mildred and Randolph make decisions in response to the other’s decision, and they both have an interest in both players’ decisions.

a. I only is true.

b. II only is true.

c. III only is true.

d. I and III only are true.

e. II and III only are true.

2. In a single-stage game _______

a. each player has only one strategy.

b. none of the players knows the choices of any of the other players before making their own decision.

c. there must be at least one Nash equilibrium.

d. one player must make her move before the other, so the other can observe it.

e. the amount that one player wins must be equal to the amount the other player loses.

3. In game theory, the phrase weakly dominated _______

a. refers to the case in which one player must either lose or might tie the other.

b. means that the payoffs of one player will always be less than or equal to the payoffs of the other player.

c. is associated with a multi-stage game in which the weaker player dominates the stronger one.

d. means that there is some other strategy that yields a strictly higher payoff in some circumstances, and that never yields a lower payoff regardless of others’ choices.

e. is nonsense; either a strategy is dominant or it is not.

In answering the next two questions, consider the following payoff table for a single-stage game between Wendy and Peter:


4. Which statement is correct?

a. Peter’s dominant strategy is Left.

b. Ann’s dominant strategy is Up.

c. Neither player has a dominant strategy.

d. The Nash equilibrium is Up, Right

e. There are no pure-strategy Nash equilibria in this game.

5. Which statement is true regarding Nash equilibria in this game?

a. Up, Left is the only Nash equilibrium.

b. There is exactly one Nash equilibrium.

c. Down, Left is the only Nash equilibrium.

d. There are exactly two Nash equilibria.

e. This is a classic example of the Prisoners’ Dilemma.

6. Consider the following payoff table where Ralph has strategies that are colors and Mabel has strategies that are flavors.  Which statement is correct?

	
	Red
	Yellow
	Green
	Blue

	Chocolate
	          1

2
	          4

4
	          3

2
	          6

2

	Strawberry
	          2

3    
	          5

5
	           2

3
	          3

4

	Peach
	          3

4
	          8

2
	           3

5
	          6

3

	Vanilla
	          7

3
	          9

3
	           4

2
	          3

1


a. Vanilla is dominated by Peach.

b. Green is dominated by Blue.

c. Red is dominated by Yellow.

d. Yellow, Peach is a Nash equilibrium.

e. Strawberry is dominated by Green

7. In the table for question 6 above, which is true?

a. There are no pure-strategy Nash equilibria in this game.

b. The Nash equilibrium is Yellow, Peach.

c. Blue is a dominant strategy.

d. The Nash equilibrium is Yellow, Strawberry.

e. The Nash equilibrium is Yellow, Vanilla.

8. Suppose you are a bidder in a second-price sealed-bid auction.  Which is true?

a. You can never win because the first-price bidder will always outbid you.

b. Bidding your true valuation of the item weakly dominates all other of your possible bid prices.

c. Bidding your true valuation will always win you the item, but you might end up paying more than your actual bid.

d. You might be better off bidding a little more than you are actually willing to pay because if someone outbids you, you won’t end up buying it, anyway.

e. Without knowing the other bidders’ bids, you can’t possibly devise an optimum strategy.

9. Consider the following payoff table for a single-stage game.  Which is true?


a. Right is a dominated strategy for Peter.

b. Down is a dominated strategy for Wendy.

c. There are two Nash equilibria in this game.

d. This is a Prisoners’ Dilemma.

e. The Nash equilibrium is Up, Left.

10. A self-enforcing agreement ________

a. is one that at least one party will violate unless the other party credibly threatens.

b. is one in which every party to the agreement has an incentive to abide by it, regardless of whether the others do or not.

c. is one in which every party to the agreement has an incentive to abide by it assuming the others abide by it, too.

d. is an agreement into which no rational individual would enter.

e. is one in which each party agrees not to issue non-credible threats to the others.

11. In a game with perfect information, _____

a. each player knows only what the other player’s last move was, but not the players’ possible payoffs.

b. players make their choices one at a time, and nothing is hidden from any player.

c. such as Rock Paper Scissors, the choices must be made simultaneously by all players.

d. only the possible strategies are known to each player, not the possible payoffs.

e. there can never be a Nash equilibrium.

12. Jake has been saving his pocket change in a one-gallon glass jar for several years.  Now that it is full, he decides to auction it off to the highest bidder in a sealed-bid auction.  Bidders may observe the jar, but may not touch it.  Which statement is (are) true, if any?

I. This auction could result in a winner’s curse, where the highest bidder pays more than the true value of the jar.

II. Recognizing the potential of falling prey to the winner’s curse, each bidder will tend to bid higher than their true estimate of the jar’s value.

III. If  there are many bidders and  they all colluded beforehand to make very small bids and agreed to split the jar among them, there is a very high probability that such a collusive agreement would be maintained.  ~I only is true.

a. II only is true.

b. III only is true. 

c. I and II only are true.

d. None is true.

13. Which of the following accurately characterizes a subgame?
a. It is a game that is played by a subset of the full of players in a game.

b. It is a strategic exercise undertaken in planning for undersea warfare.

c. It is a part of the extensive form of a game that can stand alone as a game on its own.

d. It is a game whose payoffs are all dominated by another game.

e. It is the underlying game that is going on as players threaten and bluff on the surface.

14. In a multi-stage, perfect information game, _____

a. All Nash equilibria are equally likely to be the actual outcome of the game.

b. Reasoning in reverse will never lead to the subgame perfect equilibrium.

c. Threats do not usually need to be credible in order to influence the other player’s choice of strategy.

d. The normal form of the game is rarely helpful in solving the game.

e. None of the above is correct.

MULTIPLE CHOICE ANSWERS
1. e

2. b

3. d

4. c

5. d

6. c

7. d

8. b

9. d

10. c

11. b

12. a

13. c

14. e

WORD PROBLEMS

15. Michael can choose strategy “UP” (U) or strategy “DOWN” (D); Douglas can choose strategy “LEFT” (L) or “RIGHT” (R).  If Michael chooses U and Douglas chooses L, Michael receives $3 and Douglas receives $4.  If Michael chooses U and Douglas chooses R, Michael receives $4 and Douglas receives $3.  If Michael chooses D and Douglas chooses L, Michael receives $5 and Douglas receives $2.  If Michael chooses D and Douglas chooses R, Michael receives $2 and Douglas receives $5.  Represent these payoffs and strategies in a payoff matrix.  Is there a Nash equilibrium in pure strategies? If so, what is it?  Is there a Nash equilibrium in mixed strategies? If so, what is it?

16. Represent the game in question 1 above in extensive forms, first assuming that Michael moves first in a two-stage game, then assuming Douglas moves first.  What are the respective solutions to the games?

17. Two oil companies have wells in the same field, both pumping oil from the same pool.  Because they sell in different markets, each one’s marginal benefit from selling oil is dependent only on its own output. The marginal benefit from another barrel of oil is given by MB1= 30 – 2 B1 for firm 1, and MB2=30 – 2 B2 for firm 2. However, the more oil one firm extracts from the pool, the higher is the marginal cost of extracting oil for the other one, so MC1 = B1 + .3 B2  for firm 1 and MC2 = B2 + .3 B1 for firm 2.  Find the relationship between the amount of oil firm 2 pumps and the best response for firm 1.  Do the same for firm 2’s best response to firm 1’s level of pumping.  Solve these two functions for the Nash equilibrium levels of pumping.  Review the text’s Worked-Out Problem 12.1.  What does your intuition tell you about whether the resulting Nash equilibrium is the optimal total amount of oil pumped by both firms?

18. She has strategies Up or Down; he has strategies Left or Right.  Payoffs are either 2 or 1.  Structure a payoff matrix in which, if given a choice, she would not want to move first in a two-stage game.

CHALLENGE YOUR MIND

1. An increasingly important issue in the world’s ocean fisheries is the tendency for fishing fleets to over fish an area, resulting in depletion.  Couch this problem in terms of the prisoners’ dilemma.  Discuss how a regulatory body with control over fishing quotas could circumvent the prisoners’ dilemma problem.

2. Discuss the role that credibility has in the use of threats as methods to affect an adversary’s behavior.  

3. Discuss how it might be rational to develop a reputation for being irrational.  
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