28.1 (0) This problem is designed to give you practice in reading a game matrix and to check that you understand the definition of a dominant strategy. Consider the following game matrix.
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(a) If (top, left) is a dominant strategy equilibrium, then we know that
a > ___ , b > ___ , ___ > g, and ___ > h.

(b) If (top, left) is a Nash equilibrium, then which of the above inequalities must be satisfied? 

(c) If (top, left) is a dominant strategy equilibrium must it be a Nash equilibrium? Why? 

28.2 (0) In order to learn how people actually play in game situations, economists and other social scientists frequently conduct experiments in which subjects play games for money. One such game is known as the voluntary public goods game. This game is chosen to represent situations in which individuals can take actions that are costly to themselves but that are beneficial to an entire community.
In this problem we will deal with a two-player version of the voluntary public goods game. Two players are put in separate rooms. Each player is given $10. The player can use this money in either of two ways. He can keep it or he can contribute it to a “public fund.” Money that goes into the public fund gets multiplied by 1.6 and then divided equally between the two players. If both contribute their $10, then each gets back $20 × 1.6/2 = $16. If one contributes and the other does not, each gets back $10 × 1.6/2 = $8 from the public fund so that the contributor has $8 at the end of the game and the non-contributor has $18–his original $10 plus $8 back from the public fund. If neither contributes, both have their
original $10. 
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(a) Fill in the payoff matrix.

(b) If the other player keeps, what is your payoff if you keep? ___ If the other player keeps, what is your payoff if you contribute? 

(c) If the other player contributes, what is your payoff if you keep?___. If the other player contributes, what is your payoff if you contribute?  
(d) Does this game have a dominant strategy equilibrium? ___ If so, what is it?

28.4 (1) The Stag Hunt game is based on a story told by Jean Jacques Rousseau in his book Discourses on the Origin and Foundation of Inequality Among Men (1754). The story goes something like this: “Two
hunters set out to kill a stag. One has agreed to drive the stag through the forest, and the other to post at a place where the stag must pass. If both faithfully perform their assigned stag-hunting tasks, they will surely kill the stag and each will get an equal share of this large animal. During the course of the hunt, each hunter has an opportunity to abandon the stag hunt and to pursue a hare. If a hunter pursues the hare instead of the stag he is certain to catch the hare and the stag is certain to escape. Each hunter would rather share half of a stag than have a hare to himself.” The matrix below shows payoffs in a stag hunt game. If both hunters hunt stag, each gets a payoff of 4. If both hunt hare, each gets 3. If one hunts stag and the other hunts hare, the stag hunter gets 0 and the hare hunter gets 3.
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(a) If you are sure that the other hunter will hunt stag, what is the best thing for you to do? 

(b) If you are sure that the other hunter will hunt hare, what is the best thing for you to do?.

(c) Does either hunter have a dominant strategy in this game? ___If so, what is it? If not explain why not. 

(d) This game has two pure strategy Nash equilibria. What are they? 

(e) Is one Nash equilibrium better for both hunters than the other? ___ If so, which is the better equilibrium? ___

(f) If a hunter believes that with probability 1/2 the other hunter will hunt stag and with probability 1/2 he will hunt hare, what should this hunter do to maximize his expected payoff?

28.5 (1) Evangeline and Gabriel met at a freshman mixer. They want desperately to meet each other again, but they forgot to exchange names or phone numbers when they met the first time. There are two possible strategies available for each of them. These are Go to the Big Party or Stay Home and Study. They will surely meet if they both go to the party, and they will surely not otherwise. The payoff to meeting is 1,000 for each of them. The payoff to not meeting is zero for both of them. The
payoffs are described by the matrix below.
[image: ]
(a) A strategy is said to be a weakly dominant strategy for a player if the payoff from using this strategy is at least as high as the payoff from using any other strategy. Is there any outcome in this game where both players are using weakly dominant strategies? 

(b) Find all of the pure-strategy Nash equilibria for this game. 

(c) Do any of the pure Nash equilibria that you found seem more reasonable than others? Why or why not? 

(d) Let us change the game a little bit. Evangeline and Gabriel are still desperate to find each other. But now there are two parties that they can go to. There is a little party at which they would be sure to meet
if they both went there and a huge party at which they might never see each other. The expected payoff to each of them is 1,000 if they both go to the little party. Since there is only a 50-50 chance that they would find each other at the huge party, the expected payoff to each of them is only 500. If they go to different parties, the payoff to both of them is zero.  The payoff matrix for this game is:
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(e) Does this game have a dominant strategy equilibrium? ___ What are the two Nash equilibria in pure strategies? 

(f) One of the Nash equilibria is Pareto superior to the other. Suppose that each person thought that there was some slight chance that the other would go to the little party. Would that be enough to convince them both to attend the little party? ___ Can you think of any reason why the Pareto superior equilibrium might emerge if both players understand the game matrix, if both know that the other understands it, and each knows that the other knows that he or she understands the game matrix?

28.6 (1) Albert and Victoria are roommates. Each of them prefers a clean room to a dirty room, but neither likes housecleaning. If both clean the room, they each get a payoff of 5. If one cleans and the other doesn’t clean, the person who does the cleaning has a utility of 2, and the person who doesn’t clean has a utility of 6. If neither cleans, the room stays a mess and each has a utility of 3. The payoffs from the strategies “Clean” and “Don’t Clean” are shown in the box below.
[image: ]

Suppose that we add a second stage to this game in which Victoria and Albert each have a chance to punish the other. Imagine that at the end of the day, Victoria and Albert are each able to see whether the other has done any housecleaning. After seeing what the other has done, each has the option of starting a quarrel. A quarrel hurts both of them, regardless of who started it. Thus we will assume that if either or both of them starts a quarrel, the day’s payoff for each of them is reduced by 2.  (For example if Victoria cleans and Albert doesn’t clean and if Victoria, on seeing this result, starts a quarrel, Albert’s payoff will be 6 − 2 = 4 and Victoria’s will be 2 − 2 = 0.)

(a) Suppose that it is evening and Victoria sees that Albert has chosen not to clean and she thinks that he will not start a quarrel. Which strategy will give her a higher payoff for the whole day, Quarrel or Not Quarrel?

(b) Suppose that Victoria and Albert each believe that the other will try to take the actions that will maximize his or her total payoff for the day.  Does either believe the other will start a quarrel? ___ Assuming that each is trying to maximize his or her own payoff, given the actions of the other, what would you expect each of them to do in the first stage of the game, clean or not Clean? 

(c) Suppose that Victoria and Albert are governed by emotions that they cannot control. Neither can avoid getting angry if the other does not clean. And if either one is angry, they will quarrel so that the payoff of each is diminished by 2. Given that there is certain to be a quarrel if either does not clean, the payoff matrix for the game between Victoria and Albert becomes:

[image: ]
(d) If the other player cleans, is it better to clean or not clean? ___  If the other player does not clean, is it better to clean or not clean. ___  Explain.

(e) Does this game have a dominant strategy? ___ Explain.

(f) This game has two Nash equilibria. What are they? 

(g) Explain how it could happen that Albert and Victoria would both be better off if both are easy to anger than if they are rational about when to get angry, but it might also happen that they would both be worse off. 

(h) Suppose that Albert and Victoria are both aware that Albert will get angry and start a quarrel if Victoria does not clean, but that Victoria is level-headed and will not start a quarrel. What would be the equilibrium outcome?
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